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ANNEX I
ARTIFICIAL INTELLIGENCE TECHNIQUES AND APPROACHES

referred to in Article 3, point 1
(a) Machine learning approaches, including supervised, unsupervised and reinforcement

learning, using a wide variety of methods including deep learning;

(b) Logic- and knowledge-based approaches, including knowledge representation,
inductive (logic) programming, knowledge bases, inference and deductive engines,
(symbolic) reasoning and expert systems;

(c) Statistical approaches, Bayesian estimation, search and optimization methods.
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ANNEX II
LIST OF UNION HARMONISATION LEGISLATION

Section A – List of Union harmonisation legislation based on the New Legislative
Framework

1. Directive 2006/42/EC of the European Parliament and of the Council of 17 May
2006 on machinery, and amending Directive 95/16/EC (OJ L 157, 9.6.2006, p. 24)
[as repealed by the Machinery Regulation];

2. Directive 2009/48/EC of the European Parliament and of the Council of 18 June
2009 on the safety of toys (OJ L 170, 30.6.2009, p. 1);

3. Directive 2013/53/EU of the European Parliament and of the Council of 20
November 2013 on recreational craft and personal watercraft and repealing Directive
94/25/EC (OJ L 354, 28.12.2013, p. 90);

4. Directive 2014/33/EU of the European Parliament and of the Council of 26 February
2014 on the harmonisation of the laws of the Member States relating to lifts and
safety components for lifts (OJ L 96, 29.3.2014, p. 251);

5. Directive 2014/34/EU of the European Parliament and of the Council of 26 February
2014 on the harmonisation of the laws of the Member States relating to equipment
and protective systems intended for use in potentially explosive atmospheres (OJ L
96, 29.3.2014, p. 309);

6. Directive 2014/53/EU of the European Parliament and of the Council of 16 April
2014 on the harmonisation of the laws of the Member States relating to the making
available on the market of radio equipment and repealing Directive 1999/5/EC (OJ L
153, 22.5.2014, p. 62);

7. Directive 2014/68/EU of the European Parliament and of the Council of 15 May
2014 on the harmonisation of the laws of the Member States relating to the making
available on the market of pressure equipment (OJ L 189, 27.6.2014, p. 164);

8. Regulation (EU) 2016/424 of the European Parliament and of the Council of 9
March 2016 on cableway installations and repealing Directive 2000/9/EC (OJ L 81,
31.3.2016, p. 1);

9. Regulation (EU) 2016/425 of the European Parliament and of the Council of 9
March 2016 on personal protective equipment and repealing Council Directive
89/686/EEC (OJ L 81, 31.3.2016, p. 51);

10. Regulation (EU) 2016/426 of the European Parliament and of the Council of 9
March 2016 on appliances burning gaseous fuels and repealing Directive
2009/142/EC (OJ L 81, 31.3.2016, p. 99);

11. Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 April
2017 on medical devices, amending Directive 2001/83/EC, Regulation (EC) No
178/2002 and Regulation (EC) No 1223/2009 and repealing Council Directives
90/385/EEC and 93/42/EEC (OJ L 117, 5.5.2017, p. 1;

12. Regulation (EU) 2017/746 of the European Parliament and of the Council of 5 April
2017 on in vitro diagnostic medical devices and repealing Directive 98/79/EC and
Commission Decision 2010/227/EU (OJ L 117, 5.5.2017, p. 176).
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Section B. List of other Union harmonisation legislation
1. Regulation (EC) No 300/2008 of the European Parliament and of the Council of 11

March 2008 on common rules in the field of civil aviation security and repealing
Regulation (EC) No 2320/2002 (OJ L 97, 9.4.2008, p. 72).

2. Regulation (EU) No 168/2013 of the European Parliament and of the Council of 15
January 2013 on the approval and market surveillance of two- or three-wheel
vehicles and quadricycles (OJ L 60, 2.3.2013, p. 52);

3. Regulation (EU) No 167/2013 of the European Parliament and of the Council of 5
February 2013 on the approval and market surveillance of agricultural and forestry
vehicles (OJ L 60, 2.3.2013, p. 1);

4. Directive 2014/90/EU of the European Parliament and of the Council of 23 July
2014 on marine equipment and repealing Council Directive 96/98/EC (OJ L 257,
28.8.2014, p. 146);

5. Directive (EU) 2016/797 of the European Parliament and of the Council of 11 May
2016 on the interoperability of the rail system within the European Union (OJ L 138,
26.5.2016, p. 44).

6. Regulation (EU) 2018/858 of the European Parliament and of the Council of 30 May
2018 on the approval and market surveillance of motor vehicles and their trailers,
and of systems, components and separate technical units intended for such vehicles,
amending Regulations (EC) No 715/2007 and (EC) No 595/2009 and repealing
Directive 2007/46/EC (OJ L 151, 14.6.2018, p. 1); 3. Regulation (EU) 2019/2144 of
the European Parliament and of the Council of 27 November 2019 on type-approval
requirements for motor vehicles and their trailers, and systems, components and
separate technical units intended for such vehicles, as regards their general safety and
the protection of vehicle occupants and vulnerable road users, amending Regulation
(EU) 2018/858 of the European Parliament and of the Council and repealing
Regulations (EC) No 78/2009, (EC) No 79/2009 and (EC) No 661/2009 of the
European Parliament and of the Council and Commission Regulations (EC) No
631/2009, (EU) No 406/2010, (EU) No 672/2010, (EU) No 1003/2010, (EU) No
1005/2010, (EU) No 1008/2010, (EU) No 1009/2010, (EU) No 19/2011, (EU) No
109/2011, (EU) No 458/2011, (EU) No 65/2012, (EU) No 130/2012, (EU) No
347/2012, (EU) No 351/2012, (EU) No 1230/2012 and (EU) 2015/166 (OJ L 325,
16.12.2019, p. 1);

7. Regulation (EU) 2018/1139 of the European Parliament and of the Council of 4 July
2018 on common rules in the field of civil aviation and establishing a European
Union Aviation Safety Agency, and amending Regulations (EC) No 2111/2005, (EC)
No 1008/2008, (EU) No 996/2010, (EU) No 376/2014 and Directives 2014/30/EU
and 2014/53/EU of the European Parliament and of the Council, and repealing
Regulations (EC) No 552/2004 and (EC) No 216/2008 of the European Parliament
and of the Council and Council Regulation (EEC) No 3922/91 (OJ L 212, 22.8.2018,
p. 1), in so far as the design, production and placing on the market of aircrafts
referred to in points (a) and (b) of Article 2(1) thereof, where it concerns unmanned
aircraft and their engines, propellers, parts and equipment to control them remotely,
are concerned.
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ANNEX III
HIGH-RISK AI SYSTEMS REFERRED TO IN ARTICLE 6(2)

High-risk AI systems pursuant to Article 6(2) are the AI systems listed in any of the following
areas:

1. Biometric identification and categorisation of natural persons:

(a) AI systems intended to be used for the ‘real-time’ and ‘post’ remote biometric
identification of natural persons;

2. Management and operation of critical infrastructure:

(a) AI systems intended to be used as safety components in the management and
operation of road traffic and the supply of water, gas, heating and electricity.

3. Education and vocational training:

(a) AI systems intended to be used for the purpose of determining access or
assigning natural persons to educational and vocational training institutions;

(b) AI systems intended to be used for the purpose of assessing students in
educational and vocational training institutions and for assessing participants in
tests commonly required for admission to educational institutions.

4. Employment, workers management and access to self-employment:

(a) AI systems intended to be used for recruitment or selection of natural persons,
notably for advertising vacancies, screening or filtering applications, evaluating
candidates in the course of interviews or tests;

(b) AI intended to be used for making decisions on promotion and termination of
work-related contractual relationships, for task allocation and for monitoring
and evaluating performance and behavior of persons in such relationships.

5. Access to and enjoyment of essential private services and public services and
benefits:

(a) AI systems intended to be used by public authorities or on behalf of public
authorities to evaluate the eligibility of natural persons for public assistance
benefits and services, as well as to grant, reduce, revoke, or reclaim such
benefits and services;

(b) AI systems intended to be used to evaluate the creditworthiness of natural
persons or establish their credit score, with the exception of AI systems put into
service  by small scale providers for their own use;

(c) AI systems intended to be used to dispatch, or to establish priority in the
dispatching of emergency first response services, including by firefighters and
medical aid.

6. Law enforcement:

(a) AI systems intended to be used by law enforcement authorities for making
individual risk assessments of natural persons in order to assess the risk of a
natural person for offending or reoffending or the risk for potential victims of
criminal offences;

(b) AI systems intended to be used by law enforcement authorities as polygraphs
and similar tools or to detect the emotional state of a natural person;
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(c) AI systems intended to be used by law enforcement authorities to detect deep
fakes as referred to in article 52(3);

(d) AI systems intended to be used by law enforcement authorities for evaluation
of the reliability of evidence in the course of investigation or prosecution of
criminal offences;

(e) AI systems intended to be used by law enforcement authorities for predicting
the occurrence or reoccurrence of an actual or potential criminal offence
based on profiling of natural persons as referred to in Article 3(4) of Directive
(EU) 2016/680 or assessing personality traits and characteristics or past
criminal behaviour of natural persons or groups;

(f) AI systems intended to be used by law enforcement authorities for profiling of
natural persons as referred to in Article 3(4) of Directive (EU) 2016/680 in the
course of detection, investigation or prosecution of criminal offences;

(g) AI systems intended to be used for crime analytics regarding natural persons,
allowing law enforcement authorities to search complex related and unrelated
large data sets available in different data sources or in different data formats in
order to identify unknown patterns or discover hidden relationships in the data.

7. Migration, asylum and border control management:

(a) AI systems intended to be used by competent public authorities as polygraphs
and similar tools or to detect the emotional state of a natural person;

(b) AI systems intended to be used by competent public authorities to assess a risk,
including a security risk, a risk of irregular immigration, or a health risk, posed
by a natural person who intends to enter or has entered into the territory of a
Member State;

(c) AI systems intended to be used by competent public authorities for the
verification of the authenticity of travel documents and supporting
documentation of natural persons and detect non-authentic documents by
checking their security features;

(d) AI systems intended to assist competent public authorities for the examination
of applications for asylum, visa and residence permits and associated
complaints with regard to the eligibility of the natural persons applying for a
status.

8. Administration of justice and democratic processes:

(a) AI systems intended to assist a judicial authority in researching and interpreting
facts and the law and in applying the law to a concrete set of facts.
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ANNEX IV
TECHNICAL DOCUMENTATION referred to in Article 11(1)

The technical documentation referred to in Article 11(1) shall contain at least the following
information, as applicable to the relevant AI system:

1. A general description of the AI system including:

(a) its intended purpose, the person/s developing the system the date and the
version of the system;

(b) how the AI system interacts or can be used to interact with hardware or
software that is not part of the AI system itself, where applicable;

(c) the versions of relevant software or firmware and any requirement related to
version update;

(d) the description of all forms in which the AI system is placed on the market or
put into service;

(e) the description of hardware on which the AI system is intended to run;

(f) where the AI system is a component of products, photographs or illustrations
showing external features, marking and internal layout of those products;

(g) instructions of use for the user and, where applicable installation instructions;

2. A detailed description of the elements of the AI system and of the process for its
development, including:

(a) the methods and steps performed for the development of the AI system,
including, where relevant, recourse to pre-trained systems or tools provided by
third parties and how these have been used, integrated or modified by the
provider;

(b) the design specifications of the system, namely the general logic of the AI
system and of the algorithms; the key design choices including the rationale
and assumptions made, also with regard to persons or groups of persons on
which the system is intended to be used; the main classification choices; what
the system is designed to optimise for and the relevance of the different
parameters; the decisions about any possible trade-off made regarding the
technical solutions adopted to comply with the requirements set out in Title III,
Chapter 2;

(c) the description of the system architecture explaining how software components
build on or feed into each other and integrate into the overall processing; the
computational resources used to develop, train, test and validate the AI system;

(d) where relevant, the data requirements in terms of datasheets describing the
training methodologies and techniques and the training data sets used,
including information about the provenance of those data sets, their scope and
main characteristics; how the data was obtained and selected; labelling
procedures (e.g. for supervised learning), data cleaning methodologies (e.g.
outliers detection);

(e) assessment of the human oversight measures needed in accordance with Article
14, including an assessment of the technical measures needed to facilitate the
interpretation of the outputs of AI systems by the users, in accordance with
Articles 13(3)(d);
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(f) where applicable, a detailed description of pre-determined changes to the AI
system and its performance, together with all the relevant information related
to the technical solutions adopted to ensure continuous compliance of the AI
system with the relevant requirements set out in Title III, Chapter 2;

(g) the validation and testing procedures used, including information about the
validation and testing data used and their main characteristics; metrics used to
measure accuracy, robustness, cybersecurity and compliance with other
relevant requirements set out in Title III, Chapter 2 as well as potentially
discriminatory impacts; test logs and all test reports dated and signed by the
responsible persons, including with regard to pre-determined changes as
referred to under point (f).

3. Detailed information about the monitoring, functioning and control of the AI system,
in particular with regard to: its capabilities and limitations in performance, including
the degrees of accuracy for specific persons or groups of persons on which the
system is intended to be used and the overall expected level of accuracy in relation to
its intended purpose; the foreseeable unintended outcomes and sources of risks to
health and safety, fundamental rights and discrimination in view of the intended
purpose of the AI system; the human oversight measures needed in accordance with
Article 14, including the technical measures put in place to facilitate the
interpretation of the outputs of AI systems by the users; specifications on input data,
as appropriate;

4. A detailed description of the risk management system in accordance with Article 9;

5. A description of any change made to the system through its lifecycle;

6. A list of the harmonised standards applied in full or in part the references of which
have been published in the Official Journal of the European Union; where no such
harmonised standards have been applied, a detailed description of the solutions
adopted to meet the requirements set out in Title III, Chapter 2, including a list of
other relevant standards and technical specifications applied;

7. A copy of the EU declaration of conformity;

8. A detailed description of the system in place to evaluate the AI system performance
in the post-market phase in accordance with Article 61, including the post-market
monitoring plan referred to in Article 61(3).

EN 7 EN



ANNEX V
EU DECLARATION OF CONFORMITY

The EU declaration of conformity referred to in Article 48, shall contain all of the following
information:

1. AI system name and type and any additional unambiguous reference allowing
identification and traceability of the AI system;

2. Name and address of the provider or, where applicable, their authorised
representative;

3. A statement that the EU declaration of conformity is issued under the sole
responsibility of the provider;

4. A statement that the AI system in question is in conformity with this Regulation and,
if applicable, with any other relevant Union legislation that provides for the issuing
of an EU declaration of conformity;

5. References to any relevant harmonised standards used or any other common
specification in relation to which conformity is declared;

6. Where applicable, the name and identification number of the notified body, a
description of the conformity assessment procedure performed and identification of
the certificate issued;

7. Place and date of issue of the declaration, name and function of the person who
signed it as well as an indication for, and on behalf of whom, that person signed,
signature.
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ANNEX VI
CONFORMITY ASSESSMENT PROCEDURE BASED ON INTERNAL CONTROL

1. The conformity assessment procedure based on internal control is the conformity
assessment procedure based on points 2 to 4.

8. The provider verifies that the established quality management system is in
compliance with the requirements of Article 17.

9. The provider examines the information contained in the technical documentation in
order to assess the compliance of the AI system with the relevant essential
requirements set out in Title III, Chapter 2.

10. The provider also verifies that the design and development process of the AI system
and its post-market monitoring as referred to in Article 61 is consistent with the
technical documentation.
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ANNEX VII
CONFORMITY BASED ON ASSESSMENT OF QUALITY MANAGEMENT

SYSTEM AND ASSESSMENT OF TECHNICAL DOCUMENTATION
1. Introduction

Conformity based on assessment of quality management system and assessment of
the technical documentation is the conformity assessment procedure based on points
2 to 5.

2. Overview

The approved quality management system for the design, development and testing of
AI systems pursuant to Article 17 shall be examined in accordance with point 3 and
shall be subject to surveillance as specified in point 5. The technical documentation
of the AI system shall be examined in accordance with point 4.

3. Quality management system

3.1. The application of the provider shall include:

(a) the name and address of the provider and, if the application is lodged by the
authorised representative, their name and address as well;

(b) the list of AI systems covered under the same quality management system;

(c) the technical documentation for each AI system covered under the same quality
management system;

(d) the documentation concerning the quality management system which shall
cover all the aspects listed under Article 17;

(e) a description of the procedures in place to ensure that the quality management
system remains adequate and effective;

(f) a written declaration that the same application has not been lodged with any
other notified body.

3.2. The quality management system shall be assessed by the notified body, which shall
determine whether it satisfies the requirements referred to in Article 17.

The decision shall be notified to the provider or its authorised representative.

The notification shall contain the conclusions of the assessment of the quality
management system and the reasoned assessment decision.

3.3. The quality management system as approved shall continue to be implemented and
maintained by the provider so that it remains adequate and efficient.

3.4. Any intended change to the approved quality management system or the list of AI
systems covered by the latter shall be brought to the attention of the notified body by
the provider.

The proposed changes shall be examined by the notified body, which shall decide
whether the modified quality management system continues to satisfy the
requirements referred to in point 3.2 or whether a reassessment is necessary.

The notified body shall notify the provider of its decision. The notification shall
contain the conclusions of the examination of the changes and the reasoned
assessment decision.

4. Control of the technical documentation.
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4.1. In addition to the application referred to in point 3, an application with a notified
body of their choice shall be lodged by the provider for the assessment of the
technical documentation relating to the AI system which the provider intends to
place on the market or put into service and which is covered by the quality
management system referred to under point 3.

4.2. The application shall include:

(a) the name and address of the provider;

(b) a written declaration that the same application has not been lodged with any
other notified body;

(c) the technical documentation referred to in Annex IV.

4.3. The technical documentation shall be examined by the notified body. To this
purpose, the notified body shall be granted full access to the training and testing
datasets used by the provider, including through application programming interfaces
(API) or other appropriate means and tools enabling remote access.

4.4. In examining the technical documentation, the notified body may require that the
provider supplies further evidence or carries out further tests so as to enable a proper
assessment of conformity of the AI system with the requirements set out in Title III,
Chapter 2. Whenever the notified body is not satisfied with the tests carried out by
the provider, the notified body shall directly carry out adequate tests, as appropriate.

4.5. Where necessary to assess the conformity of the high-risk AI system with the
requirements set out in Title III, Chapter 2 and upon a reasoned request, the notified
body shall also be granted access to the source code of the AI system.

4.6. The decision shall be notified to the provider or its authorised representative. The
notification shall contain the conclusions of the assessment of the technical
documentation and the reasoned assessment decision.

Where the AI system is in conformity with the requirements set out in Title III,
Chapter 2, an EU technical documentation assessment certificate shall be issued by
the notified body. The certificate shall indicate the name and address of the provider,
the conclusions of the examination, the conditions (if any) for its validity and the
data necessary for the identification of the AI system.

The certificate and its annexes shall contain all relevant information to allow the
conformity of the AI system to be evaluated, and to allow for control of the AI
system while in use, where applicable.

Where the AI system is not in conformity with the requirements set out in Title III,
Chapter 2, the notified body shall refuse to issue an EU technical documentation
assessment certificate and shall inform the applicant accordingly, giving detailed
reasons for its refusal.

Where the AI system does not meet the requirement relating to the data used to train
it, re-training of the AI system will be needed prior to the application for a new
conformity assessment. In this case, the reasoned assessment decision of the notified
body refusing to issue the EU technical documentation assessment certificate shall
contain specific considerations on the quality data used to train the AI system,
notably on the reasons for non-compliance.

4.7. Any change to the AI system that could affect the compliance of the AI system with
the requirements or its intended purpose shall be approved by the notified body
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which issued the EU technical documentation assessment certificate. The provider
shall inform such notified body of its intention to introduce any of the
above-mentioned changes or if it becomes otherwise aware of the occurrence of such
changes. The intended changes shall be assessed by the notified body which shall
decide whether those changes require a new conformity assessment in accordance
with Article 43(4) or whether they could be addressed by means of a supplement to
the EU technical documentation assessment certificate. In the latter case, the notified
body shall assess the changes, notify the provider of its decision and, where the
changes are approved, issue to the provider a supplement to the EU technical
documentation assessment certificate.

5. Surveillance of the approved quality management system.

5.1. The purpose of the surveillance carried out by the notified body referred to in Point 3
is to make sure that the provider duly fulfils the terms and conditions of the approved
quality management system.

5.2. For assessment purposes, the provider shall allow the notified body to access the
premises where the design, development, testing of the AI systems is taking place.
The provider shall further share with the notified body all necessary information.

5.3. The notified body shall carry out periodic audits to make sure that the provider
maintains and applies the quality management system and shall provide the provider
with an audit report. In the context of those audits, the notified body may carry out
additional tests of the AI systems for which an EU technical documentation
assessment certificate was issued.
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ANNEX VIII
INFORMATION TO BE SUBMITTED UPON THE REGISTRATION OF HIGH-RISK

AI SYSTEMS IN ACCORDANCE WITH ARTICLE 51
The following information shall be provided and thereafter kept up to date with regard to
high-risk AI systems to be registered in accordance with Article 51.

1. Name, address and contact details of the provider;

2. Where submission of information is carried out by another person on behalf of the
provider, the name, address and contact details of that person;

3. Name, address and contact details of the authorised representative, where applicable;

4. AI system trade name and any additional unambiguous reference allowing
identification and traceability of the AI system;

5. Description of the intended purpose of the AI system;

6. Status of the AI system (on the market, or in service; no longer placed on the
market/in service, recalled);

7. Type, number and expiry date of the certificate issued by the notified body and the
name or identification number of that notified body, when applicable;

8. A scanned copy of the certificate referred to in point 7, when applicable;

9. Member States in which the AI system is or has been placed on the market, put into
service or made available in the Union;

10. A copy of the EU declaration of conformity referred to in Article 48;

11. Electronic instructions for use; this information shall not be provided for high-risk AI
systems in the areas of law enforcement and migration, asylum and border control
management referred to in Annex III, points 1, 6 and 7.

12. URL for additional information (optional).
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ANNEX IX
UNION LEGISLATION ON LARGE-SCALE IT SYSTEMS IN THE AREA OF

FREEDOM, SECURITY AND JUSTICE
1. Schengen Information System

(a) Regulation (EU) 2018/1860 of the European Parliament and of the Council of
28 November 2018 on the use of the Schengen Information System for the
return of illegally staying third-country nationals (OJ L 312, 7.12.2018, p. 1).

(b) Regulation (EU) 2018/1861 of the European Parliament and of the Council of
28 November 2018 on the establishment, operation and use of the Schengen
Information System (SIS) in the field of border checks, and amending the
Convention implementing the Schengen Agreement, and amending and
repealing Regulation (EC) No 1987/2006 (OJ L 312, 7.12.2018, p. 14)

(c) Regulation (EU) 2018/1862 of the European Parliament and of the Council of
28 November 2018 on the establishment, operation and use of the Schengen
Information System (SIS) in the field of police cooperation and judicial
cooperation in criminal matters, amending and repealing Council Decision
2007/533/JHA, and repealing Regulation (EC) No 1986/2006 of the European
Parliament and of the Council and Commission Decision 2010/261/EU (OJ L
312, 7.12.2018, p. 56).

2. Visa Information System

(a) Proposal for a REGULATION OF THE EUROPEAN PARLIAMENT AND
OF THE COUNCIL amending Regulation (EC) No 767/2008, Regulation (EC)
No 810/2009, Regulation (EU) 2017/2226, Regulation (EU) 2016/399,
Regulation XX/2018 [Interoperability Regulation], and Decision 2004/512/EC
and repealing Council Decision 2008/633/JHA - COM(2018) 302 final. To be
updated once the Regulation is adopted (April/May 2021) by the co-legislators.

3. Eurodac

(a) Amended proposal for a REGULATION OF THE EUROPEAN
PARLIAMENT AND OF THE COUNCIL on the establishment of 'Eurodac'
for the comparison of biometric data for the effective application of Regulation
(EU) XXX/XXX [Regulation on Asylum and Migration Management] and of
Regulation (EU) XXX/XXX [Resettlement Regulation], for identifying an
illegally staying third-country national or stateless person and on requests for
the comparison with Eurodac data by Member States' law enforcement
authorities and Europol for law enforcement purposes and amending
Regulations (EU) 2018/1240 and (EU) 2019/818 – COM(2020) 614 final.

4. Entry/Exit System

(a) Regulation (EU) 2017/2226 of the European Parliament and of the Council of
30 November 2017 establishing an Entry/Exit System (EES) to register entry
and exit data and refusal of entry data of third-country nationals crossing the
external borders of the Member States and determining the conditions for
access to the EES for law enforcement purposes, and amending the Convention
implementing the Schengen Agreement and Regulations (EC) No 767/2008
and (EU) No 1077/2011 (OJ L 327, 9.12.2017, p. 20).

5. European Travel Information and Authorisation System
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(a) Regulation (EU) 2018/1240 of the European Parliament and of the Council of
12 September 2018 establishing a European Travel Information and
Authorisation System (ETIAS) and amending Regulations (EU) No 1077/2011,
(EU) No 515/2014, (EU) 2016/399, (EU) 2016/1624 and (EU) 2017/2226 (OJ
L 236, 19.9.2018, p. 1).

(b) Regulation (EU) 2018/1241 of the European Parliament and of the Council of
12 September 2018 amending Regulation (EU) 2016/794 for the purpose of
establishing a European Travel Information and Authorisation System (ETIAS)
(OJ L 236, 19.9.2018, p. 72).

6. European Criminal Records Information System on third-country nationals and
stateless persons

(a) Regulation (EU) 2019/816 of the European Parliament and of the Council of 17
April 2019 establishing a centralised system for the identification of Member
States holding conviction information on third-country nationals and stateless
persons (ECRIS-TCN) to supplement the European Criminal Records
Information System and amending Regulation (EU) 2018/1726 (OJ L 135,
22.5.2019, p. 1).

7. Interoperability

(a) Regulation (EU) 2019/817 of the European Parliament and of the Council of 20
May 2019 on establishing a framework for interoperability between EU
information systems in the field of borders and visa (OJ L 135, 22.5.2019, p.
27).

(b) Regulation (EU) 2019/818 of the European Parliament and of the Council of 20
May 2019 on establishing a framework for interoperability between EU
information systems in the field of police and judicial cooperation, asylum and
migration (OJ L 135, 22.5.2019, p. 85).
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ANNEX I

Methodology for the calculation of the maximum financial allocation per Member State
under the Fund pursuant to Article 13

This Annex sets out the methodology for calculating the maximum financial allocation
available for each Member State in accordance with Articles 9 and 13.

The methodology takes into account the following variables with regard to each Member
State:

– population at risk of poverty living in rural areas (2019);

– carbon dioxide emissions from fuel combustion by households (2016-2018 average);

– the percentage of households at risk of poverty with arrears on their utility bills
(2019);

– total population (2019);

– the Member State's GNI per capita, measured in purchasing power standard (2019);

– the share of reference emissions under Article 4(2) of Regulation (EU) 2018/842 for
the sectors covered by [Chapter IVa of Directive 2003/87/EC] (2016-2018 average).

The maximum financial allocation of a Member State under the Fund (MFAi) is defined as
follows:

𝑀𝐹𝐴𝑖 = 𝛼𝑖 × (𝑇𝐹𝐸)

Where:

The total financial envelope (TFE) for the implementation of the Fund is the sum of the
financial envelopes as referred to in Article 9(1) and (2) and 𝛼𝑖 is the share of Member State i
in the total financial envelope, determined on the basis of the following steps:

𝐺𝑁𝐼𝑃𝐶
𝛼 = (50% × 𝛽 + 50% × 𝜆 ) × 𝐸𝑈

With

𝑖 𝑖 𝑖 𝐺𝑁𝐼𝑃𝐶

βi = min( 𝑟𝑢𝑟𝑎𝑙 𝑝𝑜𝑝𝑖 , 𝑝𝑜𝑝𝑖 × 𝑓 )
𝑟𝑢𝑟𝑎𝑙 𝑝𝑜𝑝𝐸𝑈 𝑝𝑜𝑝𝐸𝑈 𝑖

𝜆𝑖 = 𝛾𝑖 × 𝛿𝑖

γi = 𝐻𝐶𝑂2𝑖
𝐻
𝐶
𝑂
2
𝐸
𝑈

δi = min( 𝑎𝑟𝑟𝑒𝑎𝑟𝑠𝑖

𝑎𝑟
𝑟𝑒
𝑎𝑟
𝑠𝐸
𝑈
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, 𝑓𝑖)

fi = 1 if 𝐺𝑁𝐼𝑃𝐶 ≥ 𝐺𝑁𝐼𝑃𝐶; fi = 2.5 if 𝐺𝑁𝐼𝑃𝐶 < 𝐺𝑁𝐼𝑃𝐶
𝑖 𝐸𝑈 𝑖 𝐸𝑈
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Where for each Member State i:

𝑟𝑢𝑟𝑎𝑙 𝑝𝑜𝑝𝑖 is the population at risk of poverty living in rural areas of the Member State
i;

𝑟𝑢𝑟𝑎𝑙 𝑝𝑜𝑝𝐸𝑈 is the sum of population at risk of poverty living in rural areas of the
Member States of the EU-27;

𝑝𝑜𝑝𝑖 is the population of the Member State i;

𝑝𝑜𝑝𝐸𝑈 is the sum of the population of the Member States of the EU-27;

𝐻𝐶𝑂2𝑖 is  the  carbon  dioxide  emissions  from fuel  combustion  by households  of
the Member State i;

𝐻𝐶𝑂2𝐸𝑈 is the sum of carbon dioxide emissions from fuel combustion by households
of the Member States of the EU-27;

𝑎𝑟𝑟𝑒𝑎𝑟𝑠𝑖 is the percentage of households at risk of poverty with arrears on utility bills
of the Member State i;

𝑎𝑟𝑟𝑒𝑎𝑟𝑠𝐸𝑈 is the percentage of households at risk of poverty with arrears on utility bills
of the EU-27;

𝐺𝑁𝐼𝑃𝐶 is the GNI per capita of the Member State i;

𝐺𝑁𝐼𝑃𝐶 is the GNI per capita of the EU-27.

The βi of those Member States with a GNI per capita below the EU-27 value and for which
the 𝑟𝑢𝑟𝑎𝑙 𝑝𝑜𝑝𝑖 is the minimum component are proportionally adjusted to ensure that the sum𝑟𝑢𝑟𝑎𝑙 𝑝𝑜𝑝𝐸𝑈
of βi for all Member States equals 100%. All λi are proportionally adjusted to ensure that their
sum equals 100%.
For the Member States with a GNI per capita below 90% of the EU-27 value, 𝛼𝑖 cannot be
lower than the share of reference emissions under Article 4(2) of Regulation (EU) 2018/842
for the sectors covered by [Chapter IVa of Directive 2003/87/EC] for the average of the period
2016-2018. The 𝛼𝑖 of the Member States with a GNI per capita above the EU-27 value are
proportionally adjusted to ensure that the sum of all 𝛼𝑖 equals 100%.
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ANNEX II

Maximum financial allocation per Member State under the Fund pursuant to Article 9
and Article 13

The application of the methodology in Annex I to the amounts referred to in Article 9 (1) and
(2) results in the following share and maximum financial allocation (MFA) per Member State.

Any amounts pertaining from Article 9(3) will be covered within the limits of the maximum
financial allocation per Member State on a pro rata basis.

Maximum financial allocation per EU Member State

Member State Share as %
of total

TOTAL
2025-203

2 (in
EUR,

current prices)

Amount
for

2025-2027
(in EUR,

current prices)

Amount
for

2028-2032
(in EUR,

current prices)

Belgium 2.56 1 844 737 639 605 544 073 1 239 193 566
Bulgaria 3.85 2 778 104 958 911 926 420 1 866 178 538
Czechia 2.40 1 735 707 679 569 754 460 1 165 953 219

Denmark 0.50 361 244 536 118 580 270 242 664 266
Germany 8.19 5 910 983 488 1 940 308 984 3 970 674 504
Estonia 0.29 207 004 992 67 950 392 139 054 600
Ireland 1.02 737 392 966 242 052 816 495 340 150
Greece 5.52 3 986 664 037 1 308 641 796 2 678 022 241
Spain 10.53 7 599 982 898 2 494 731 228 5 105 251 670
France 11.20 8 087 962 701 2 654 912 964 5 433 049 737
Croatia 1.94 1 403 864 753 460 825 411 943 039 343

Italy 10.81 7 806 923 117 2 562 660 358 5 244 262 759
Cyprus 0.20 145 738 994 47 839 531 97 899 463
Latvia 0.71 515 361 901 169 170 042 346 191 859

Lithuania 1.02 738 205 618 242 319 573 495 886 046
Luxemburg 0.10 73 476 421 24 118 991 49 357 430

Hungary 4.33 3 129 860 199 1 027 391 783 2 102 468 416
Malta 0.01 5 112 942 1 678 348 3 434 594

Netherlands 1.11 800 832 270 262 877 075 537 955 195
Austria 0.89 643 517 259 211 237 660 432 279 599
Poland 17.61 12 714 118 688 4 173 471 093 8 540 647 595

Portugal 1.88 1 359 497 281 446 261 573 913 235 708
Romania 9.26 6 682 901 998 2 193 694 977 4 489 207 021
Slovenia 0.55 397 623 987 130 522 001 267 101 985
Slovakia 2.36 1 701 161 680 558 414 568 1 142 747 112
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Finland 0.54 386 966 933 127 023 772 259 943 161
Sweden 0.62 445 050 067 146 089 842 298 960 225
EU27 100% 72 200 000 000 23 700 000 000 48 500 000 000
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ANNEX III

Key requirements for the Member State’s control system

(1) The Member State shall provide an effective and efficient internal control system,
including separation of functions and reporting, supervising and monitoring
arrangements.

This includes:

 the nomination of an authority as “coordinator” having the overall responsibility for
the Climate Action Social Plan and being the single point of contact for the
Commission;

 that the coordinator has (i) the administrative capacity in terms of human resources
(staff numbers and profiles), institutional experience and expertise, and (ii) the
mandate and authority to exercise all relevant tasks, including supervision and
reporting responsibilities;

 the designation of the authorities entrusted with the implementation of the Climate
Action Social Plan and the allocation of the related functions;

 the designation of the authority responsible for signing the management declaration
accompanying the payment requests;

 procedures ensuring that this authority will get assurance about the achievement of
the milestones and targets set in the plan, that the funds were managed in accordance
with all applicable rules, in particular rules on avoidance of conflicts of interests,
fraud prevention, corruption and double funding;

 an appropriate separation between managing and audit functions.

(2) The Member State shall conduct an effective implementation of proportionate anti-
fraud and anti-corruption measures, as well as any necessary measure to effectively
avoid conflict of interests.

This includes:

 appropriate measures related to the prevention, detection and correction of fraud,
corruption and conflict of interest, as well as avoidance of double funding and to take
legal actions to recover funds that have been misappropriated;

 a fraud risk assessment and the definition of appropriate anti-fraud mitigating
measures.

(3) The Member State shall maintain appropriate procedures for drawing up the
management declaration and summary of the audits and controls carried out at national
level.

This includes:
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 An effective procedure for drawing up the Management Declaration, documenting
the summary of audits and controls and keeping the underlying information for audit
trail;

 Effective procedures to ensure that all cases of fraud, corruption and conflict of
interests are properly reported and corrected through recoveries.
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(4) To provide the information necessary, the Member State shall ensure appropriate
management verifications, including procedures for checking the fulfilment of
milestones and targets and compliance with horizontal principles of sound financial
management.

This includes:

 appropriate management verifications through which implementing authorities will
check the fulfilment of milestones and targets of the fund (e.g. desk reviews, on-the-
spot checks);

 appropriate management verifications through which the implementing authorities
will check the absence of serious irregularities (fraud, corruption and conflict of
interest) and double funding (e.g. desk reviews, on-the-spot checks).

(5) The Member State shall conduct adequate and independent audits of systems and
operations in accordance with internationally accepted audit standards.

This includes:

 The designation of the body/ies which will carry out the audits of systems and
operations and how its/their functional independence is ensured;

 The allocation of sufficient resources to this body/ies for the purpose of the Fund;

 The effective tackling by the audit body/ies of the risk of fraud, corruption, conflict
of interest and double funding both through system audits and audits of operations.

(6) The Member State shall maintain an effective system to ensure that all information
and documents necessary for audit trail purposes are held.

This includes:

 effective collection, recording and storage in an electronic system of data on the final
recipients of measures or investments necessary to achieve the milestones/targets;

 access for the Commission, OLAF, ECA and EPPO (where applicable) to the data on
final recipients.

EN 8 EN



ANNEX […]
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